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This research paper explores India's speeches in United Nations General Debate 

(UNGD) sessions to investigate the nation's priority settings and challenges faced 

during the last five decades. The study adopted Latent Dirichlet Allocation (LDA), a 

computational linguistics technique to uncover hidden topics in a selected corpus. The 

data were accessed from the United Nations General Debate Corpus. The research 

underpins Computational Grounded Theory, which relies on the computational 

exploration of the text. The results reveal that world peace, nation-building, poverty 

eradication, economic development, women empowerment, dialogue to resolve issues, 

and terrorism as the global threat are the main issues and challenges faced by India. 

Through topic modeling and word clustering, it becomes clear that India wants to 

eradicate poverty and terrorism through the joint effort of the whole world .  
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 The UN General Debate (UNGD) session is a reliable forum where all the countries express issues and concerns. 

It is a forum to resolve global matters through negotiations (Baturo et al., 2017). All the member countries bring their 

commitments and concerns to this platform to inform the world and to find possible solutions through common consensus 

(Peterson, 2006). The study has been delimited to the UN general assembly speeches of India that have been investigated 

to discover the hidden topics to understand the nation's priority setting. The statements made during the General Debate 

(GD) sessions are an invaluable and untapped source of information on the government's policy preferences across various 

issues over time (Baturo et al., 2017).  

 

The rationale for selecting the time frame from 1970 to 2018 is that multiple new developments took place 

during this time, especially in the context of South Asia. The conflict between Afghanistan and Russia rose, especially 

after 1970 (Arnold, 1985; Sajad, 2022). The existence of a new neighboring country in the form of Bangladesh resulted 

in strenuous relations with the other neighboring country, Pakistan (Bose, 2005). The Cold War lasted for multiple 

decades and affected international relations (Gordon, 1995). In 1990, the fall of the USSR and the government of the 

Taliban also brought new challenges to many South Asian countries (Lamb et al., 2014). Lastly, the waves of terrorism 

and the event of 9/11 brought multiple new narratives (Ashraf, 2007). The common challenges faced by South Asian 

countries may be summed up as poverty, unemployment, malnutrition, unplanned urbanization, and illiteracy (Malhotra, 

2011). India is the biggest and economically better country compared to the other countries in South Asia, and it has a 

vital role in the world (Wagner, 2016). From this point of view, it is indispensable to understand the preferences and 

issues conveyed to the World by Indian leaders through the platform of UN General Assembly sessions. The strategic 

socio-economic and demographic position of India makes it the centre of attention for other countries in the world (Crane, 

1966; Kapur, 2010). 

 

 On the other hand, topic modeling is a novel approach to exploring hidden topics from a corpus. It relates to 

specific words occurring in any document (Stoica et al., 2020). In social sciences, topic modeling helps find the hidden 

topics from a selected corpus spanned over a specific time (Ahmed, et al., 2022; Ahmed, et al., 2022). Likewise, topic 

modeling is a machine learning technique that scans a set of documents by detecting the word and phrase pattern. It 

automatically forms a word cluster defining a document set (Reisenbichler & Reutterer, 2019). Therefore, this approach 

combines similar ideas and presents them in one topic from a large corpus (Jacobs & Tschötschel, 2019).   This study 

uses topic modeling to investigate the hidden topics in speeches delivered from 1970 to 2018. 

 

The study is significant because it provides a country's priority settings, including its issues and concerns raised 

at the world's highest forum. Various researchers have investigated the UN General Debate sessions using machine 

learning techniques (Baturo et al., 2017; Gurciullo & Mikhaylov, 2017) to investigate the priority settings and policy 
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preferences of all the UN member countries. Compared to these studies, the present study focuses on the priority settings 

regarding one country (i.e., India). It is helpful because it provides the priority settings and preferences of the Indian 

government.   

 

Literature Review 

 The analysis of speeches usually involves discourse analysis. In simple words, discourse analysis is the analysis 

of language use that focuses on co-textual relations in the language (Brown et al., 1983; Widdowson, 2007). Discourse 

analysis encompasses the language used and the proper context in which it reveals meaning (Boréus & Bergström, 2017). 

It is a widely used research method to analyze political discourse, whether spoken or written (Bonyadi, 2019). Different 

studies have been conducted to analyze political discourses (Chen, 2018; Latupeirissa et al., 2019; Mohammadi & Javadi, 

2017).  

 

Various researchers have conducted the discourse analysis of the UN speeches, which is important to review at 

this stage. These studies normally include a comparison of speeches from two or more leaders looking at the aspects of 

discourse to study their ideologies (Rababah & Hamdan, 2019; Shah & Alyas, 2019; Sharififar & Rahimi, 2015; Zhu & 

Wang, 2020). These studies primarily focus on the polarization of "Self" and "Other", power relations, and discourse 

ideologies. Discourse analysis helps identify intertextualities such as speech preferences and persuasiveness on the 

speaker's part. It is vital to notice that traditionally the studies in discourse analysis have focused more on the aspect of 

intertextuality concerning a limited number of leaders who delivered their speeches at the UN General Assembly forum 

(Aman et al., 2020; Najarzadegan et al., 2017; Shakoury, 2018). However, an analysis of speeches delivered by a single 

state at the UN General Assembly is yet to be conducted to investigate a state's preferences and priority settings 

irrespective of individual personalities who delivered speeches at the UN General Assembly forum.  

  

On the other hand, machine learning approaches provide a robust analysis to analyse the larger chunk of textual 

data. Topic modeling, in this respect, is a novel text-mining tool for analyzing a large corpus through unsupervised 

machine learning, automatically discovering thematic information (Aziz & Ahmed, 2024; Khan et al., 2022; Obeidat et 

al., 2024). Topic modeling is based on probabilistic models that unveil how much a portion of a specific document relates 

to a particular topic (Blei et al., 2003). It helps in lessening the complexities within the large corpora by assigning specific 

topics to the whole text (Jacobs & Tschötschel, 2019). Topic modeling has multiple advantages, and firstly, it can deal 

with a large corpus of text. Secondly, it can deal with a text prolonged over a span of time to understand the process of 

meaning-making in a larger context, and thirdly, the group texts into 'topics' that are truly thematically coherent with a 

mixed degree of success, (Brookes & McEnery, 2019). Due to these advantages, topic modeling has been used for 

discourse analysis to investigate media framing (Ahmed & Khan, 2022; Ahmed, Mubeen, et al., 2022; Heidenreich et al., 

2019), mining ethnicity (Viola & Verheul, 2020), climate change (Rabbani & Ahmed, 2025) contrastive perspectives 

(Stine & Agarwal, 2020), and economic dynamics(Ahmed, Nawaz, et al., 2022; Shahid & Shaikh, 2019). In addition, 

topic modeling has been equally beneficial in revealing policy analysis (Hagen et al., 2015; Isoaho et al., 2021; Valdez et 

al., 2018).  

 

Topic modeling, especially Latent Dirichlet Allocations (LDA) uses unsupervised machine learning methods 

which are near to Grounded Theory in approach (Hannigan et al., 2019). In unsupervised machine learning, the researcher 

is blind and uses the data-driven approach (Baumer et al., 2017). The data drives research toward the meaning-making 

process rather than making prior assumptions or hypotheses (Jiang et al., 2021). Grounded Theory has been extended as 

Computational Grounded Theory (CGT) which is similar to GT in the process of meaning-making but may differ in data 

collection. Baumer et al. (2017), explaining the similarity between GT and CGT, regard it as 'extreme divergence" or 

"unlikely convergence". CGT involves three main steps; pattern detection (i.e. using computational techniques to reduce 

complicated messy text into a simpler list of words), pattern refinement (i.e. re-engagement with the data through a 

computationally guided data), pattern confirmation (i.e. the validity of the inductively identified patterns) (Nelson, 2020). 

CGT bridges the gap between social sciences and other disciplines for a collaborative step to understand political and 

social matters through the lens of new and emerging methods, such as topic modeling, to gain an insight into matter 

through the use of technology (Ophir et al., 2020). In this context, various researchers have highlighted the role of 

computer-assisted communication concerning the Grounded Theory which opens new avenues of research and data 

analysis (Carlsen & Ralund, 2022; Pospiech & Felden, 2013). 
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Method 
Topic Modeling 

 Topic modeling reveals patterns in large datasets by finding the word clusters that are more habitual in a text. 

These word clusters often occur together, and these occurrences carry traces of meaning (Ylä-Anttila et al., 2018). These 

word clusters appear in topics modeling as keywords in a group. Hence topic modeling helps in the meaning-making 

process. In the case of the present study, the meaning-making process focused on the challenges and the priority settings 

through the UN General Assembly speeches delivered by Indian leaders from 1970 to 2018.  

 

We extracted these speeches from the UN General Debate Corpus (Jankin Mikhaylov et al., 2017). This corpus 

provides speeches delivered by country leaders. Later, we extracted the speeches delivered by the Indian leaders at the 

UN General Assembly forum. We thoroughly read some of the speeches to analyze how divergent these speeches were. 

These speeches consisted of multiple paragraphs. A paragraph reflects a specific topic of the larger discussion, we 

analyzed each paragraph as a case in topic modeling. A total of 1615 paragraphs were extracted as cases to investigate 

the prevalent topics from the corpus. Tang et al., (2014) recommend documents of at least 100-200 words in length, while 

the number of documents needs to be at least 1000. As we have taken paragraphs that vary in size, the number of 

documents in the form of paragraphs is well enough for the recommended value.  

 

Preprocessing 

 Preprocessing of the data is a crucial step because it influences the final results and interpretability (Isoaho et 

al., 2021; Vijayarani et al., 2015). We extracted the data from the UN General Debate Corpus (Jankin Mikhaylov et al., 

2017). The textual data was divided into paragraphs, as explained earlier. The preprocessing of the data was conducted 

in steps.  

 

In the first step, all the paralinguistic features were removed. Paralinguistic features include hyperlinks, file 

headers, markups, and metadata (Schuller & Batliner, 2013). All the text was converted to lowercase. These features 

make the data noisy, which later affects the results. In the second step, the process of tokenization was conducted. 

Tokenization is the process of defining the word and sentence boundaries to convert the text into meaningful elements 

(Kannan et al., 2014; Vijayarani et al., 2015). The third step of preprocessing involved stemming. In stemming, all the 

words were brought back to their root forms. In addition, the stop words were removed. These words contribute less to 

meaning-making and are removed before the final analysis (Yao & Ze-wen, 2011). The stop words include prepositions, 

articles, conjunctions, etc. In addition, the names of people, places, and cities were also added to the list of stop words as 

they make the data noisy. In the last step, the bigram and trigrams were treated as single terms. The terms that appeared 

more than 100 times together as a word cluster of two or three words have been treated as a single term. The benefit of 

using bigrams and trigrams is understanding the local context and avoiding real-world errors (Samanta & Chaudhuri, 

2013). 

 

Validation 

 We applied the Latent Dirichlet Allocations (LDA) method of topic modeling and followed the validation 

process, including statistical validation, semantic validation, and predictive validation (DiMaggio et al., 2013). Statistical 

validation involves running the different parameters and finding better values for the number of topics. All this process 

helps find the right number of topics which is part of statistical validation. In the case of the present study, keeping in 

view the length and number of documents, we ran the model several times to decide upon the right number of topics. We 

decided to limit the number of topics to 7 as it seemed more appropriate for the study. Secondly, the semantic validation 

was conducted keeping in view interpretability and plausibility. The group of keywords was given appropriate themes to 

interpret a given situation more aptly. This also involved going back to the original data and reading it out thoroughly to 

analyze a more plausible theme. Grimmer and Stewart (2013) recommend that social sciences researchers review the 

original text to interpret the matter under discussion better. Finally, the predictive validation process involves confirming 

the model reflects a relevant collection of external information (Ahmed, 2025). The external events confirm what the 

topics predict in the model.  

 

Computational Grounded Theory 

 The present study underpinned Computational Ground Theory for its theoretical framework (Nelson, 2020). It 

is the extended form of Grounded Theory," a theory derived from data systematically gathered and analyzed through the 

research process" (Morse et al., 2016). The grounded theory proposes that the meaning is entirely grounded in the text. It 

cannot be found from external links or other theories. Data guides the researcher to get to the core of the real problem 

(Charmaz & Thornberg, 2020). CGT almost follows the principles as explained by the Grounded Theory, but differs from 

it on the grounds of data collection to meet the contemporary challenges due to the involvement of technology. CGT has 
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also taken a shift from the qualitative to the quantitative method in dealing with the data. It follows three main steps; 

pattern detection, pattern refinement, pattern confirmation mainly done through computation (Nelson, 2020).  

 

The present study comes under the umbrella of CGT in the sense that it has accessed the data from the UN General Debate 

Corpus (Jankin Mikhaylov et al., 2017). Later the data is processed through the computer to change it to a simple list of 

words for data analysis (i.e. pattern detection). Later on, LDA was applied to generate topics from the text (i.e. pattern 

refinement). Lastly, the topics have been labelled and confirmed by going back and forth to the original data (i.e. pattern 

confirmation).  

 

Data Analysis 

The topics have been inferred from the given keywords to understand all the keywords' meanings. The results 

obtained through LDA and the suggested titles of extracted keywords are given below. 

 

       Table 1 

Extracted Keywords along with Suggested Topics and Explanations  
Keywords Suggested Topics 

[(0, 

  '0.048*"terrorism" + 0.032*"international" + 0.030*"must" + 0.027*"peace" + ' 
  '0.016*"security" + 0.014*"today" + 0.013*"begin" + 0.013*"state" + ' 

  '0.013*"world" + 0.013*"include"'), 

 

World Peace 

(1, 

  '0.031*"nation" + 0.027*"need" + 0.025*"also" + 0.020*"would" + ' 
  '0.017*"effort" + 0.017*"new" + 0.014*"time" + 0.013*"people" + 0.013*"many" ' 

  '+ 0.013*"work"'), 

 

Nation Building 

(2, 
  '0.042*"action" + 0.029*"address" + 0.027*"poverty" + 0.022*"place" + ' 

  '0.022*"india" + 0.022*"adopt" + 0.021*"long" + 0.018*"policy" + ' 

  '0.017*"launch" + 0.016*"go"'), 

 
Poverty Eradication 

(3, 

  '0.071*"country" + 0.051*"develop" + 0.044*"development" + 0.031*"economic" ' 

  '+ 0.027*"reform" + 0.017*"sustainable" + 0.016*"process" + ' 

  '0.016*"financial" + 0.016*"like" + 0.015*"poor"'), 

 

Economic Development 

(4, 

  '0.028*"must" + 0.023*"issue" + 0.021*"make" + 0.018*"goal" + ' 

  '0.018*"programme" + 0.017*"provide" + 0.016*"woman" + 0.015*"nature" + ' 
  '0.014*"achieve" + 0.012*"technology"'), 

 

Women Empowerment 

(5, 

  '0.043*"talk" + 0.031*"fight" + 0.024*"hope" + 0.018*"victim" + ' 
  '0.017*"agree" + 0.017*"pain" + 0.017*"role" + 0.016*"find" + ' 

  '0.015*"resolve" + 0.014*"contribute"'), 

 

Dialogue to Resolve Issues 

(6, 

  '0.043*"world" + 0.038*"terrorist" + 0.032*"year" + 0.029*"challenge" + ' 
  '0.024*"become" + 0.020*"change" + 0.019*"global" + 0.014*"ask" + ' 

  '0.014*"even" + 0.013*"meet"')] 

 

Terrorism as a Global Threat 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                                Figure 1: LDA Topic Visualization 
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 The first set of keywords highlights the issue of terrorism (0.048) and the importance of peace (0.027) and 

security (0.016) in the world. The world (0.013) needs a joint effort to eradicate terrorism and all states (0.013) should be 

included (0.013) in this campaign. The weight of 'terrorism' is higher than the weights of other keywords in the respective 

set, therefore, it points towards the need for dialogue to fight against terrorism.  

  

The second set of keywords suggests the need (0.027) to combine effort (0.017) to involve people (0.013) and 

work (0.013) together for the sake of the nation (0.031). The word' nation' has the highest weightage of 0.031, which 

points toward nation-building.  

  

The third set of keywords reflects the issue of poverty (0.027) eradication. The world should take strong action 

(0.042) to address (0.029) the issue of poverty and to place (0.022) India (0.022) in a better position. India needs to adopt 

(0.022) long-standing (0.021) policy measures to combat the issue of poverty. 

  

The fourth set of keywords encompasses the economic (0.031) development (0.044) of the country (0.071), 

which is the backbone of any country. The set of keywords also suggest that there is a need to reform (0.027) the policies 

and to introduce sustainable (0.017) political process (0.016). The word' economic development' has the highest 

weightage of '0.031 and 0.044' respectively. Therefore, it points towards the importance of economic development in 

controlling poverty.  

  

The fifth set of keywords suggests that a country needs to set a vision to upraise the situation of women (0.016). 

This is one of the core issues (0.028), so there should be a proper dialogue to resolve these issues (0.023). Women's 

empowerment can be achieved by providing them the technological (0.012) knowledge. A proper program (0.018) must 

be launched to make (0.021) women independent and empowered. The word 'goal' has a weightage of 0.018, which shows 

a tendency to reach the goal of women's empowerment to stabilize a nation. 

  

The sixth set of keywords talks about the need for dialogue (0.043) to resolve (0.015) the national and 

international issues. The words' fight' and 'pain' have 0.031 and 0.017 weights respectively, which shows that the pain 

and suffering of the victims (0.018) can be reduced by giving them hope (0.024) and suggesting measures to have a 

peaceful country. This goal can be achieved by dialogue. The word 'talk' has the highest weightage of 0.043, which means 

that the issues can easily be resolved if the nation talks (0.043) about them.  

  

The last set of keywords points toward the global (0.019) threat of terrorism (0.038). It has become (0.024) the 

biggest hindrance to global development in the last few years. Terrorism is a challenge (0.029) that needs to be ended to 

bring a positive change (0.020) in the world (0.043). The word 'world' has the highest weightage as compared to other 

keywords in the set, which shows that the whole world is chained by terrorism. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Word Cloud of Keywords Extracted Through Topic Modeling 

 

 The keywords extracted through the process of topic modeling (using LDA) are shown in Figure 2. The font size 

of the keywords represents the weightage of words that helped assign the topics to the keywords in Figure 2. From the 

weightage of the keywords suggested in each group, the topics are mostly related to international support, nation's 

security, terrorism eradication, women empowerment, and eradication of poverty.  
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                           Figure 3: A t-SNE distribution of Topics Conducted through Topic Modeling 

 

The t-SNE distribution of topics clarifies the position of topics in relevance to other topics. Figure 3 shows that 

the topics are distributed. This distribution shows how the topics are distributed and which of the topics overlap with one 

another.  

 

Exogenous Validity 

Exogenous validity refers to the external factors or the ground realities that endorse the findings of the study. It 

involves where the study can be generalized or extended to real-world settings (Nowlin, 2016; Quinn et al., 2010). India's 

UN speeches have been validated according to the topics explained in Table 1. Moreover, the speeches in the UN General 

Assembly sessions reflect the state's narrative. Hence exogenous validity has been seen through the measures taken by 

the Indian parliament as it also brings the state's practical approach towards the claims echoed at the UN General 

Assembly forum.  

 

The range of topics in Table 1 explains that topics 0, 5, and 6 relate to peace and security. Regarding peace and 

security, various acts have been passed through Indian parliaments, such as the Armed Forces (Special Powers) Act, 1958 

(AFSPA), the National Security Act, 1980 (NSA), and the Unlawful Activities (Prevention) Act, 1967 (UAPA) to deal 

with internal security threats. These measures reflect the government's focus on peace and security in the country. AFSPA 

was enacted to deal with internal security threats. However,  research on AFSPA reveals that AFSPA, in the name of 

security, emerged as 'draconian' or 'colonial' (Kikon, 2009). "AFSPA operates, the armed forces are alleged to have 

committed one of the world's least-known abuses of human rights but revel in legal impunity" (Bhattacharyya, 2018). 

NSA and UAPA also aim to maintain peace and harmony within society and prevent terrorism. However, other views are 

that 'these laws are least used to serve their intended purpose and have mostly been abused by the governments to silence 

the dissenters' (Saxena, 2023). 

 

Topics 1, 2, and 3 in Table 1 relate to nation-building, poverty eradication, and economic development in India. 

In this regard, Mahatma Gandhi National Rural Employment Guarantee Act, 2005 (MGNREGA) and National Food 

Security Act, 2003 (NFSA) are some measures to improve people's quality and standard of living in India. MGNREGA 

was introduced in 2005 to uplift the social status of rural areas with a focus on inclusiveness, rural labor markets, and 

agriculture (Nair et al., 2013; Reddy et al., 2014). Another act regarding basic food essentials is NFSA which is a 

significant step in fighting against hunger and protecting the rights of the people for food. However, among the main 

challenges are the increasing population, lack of infrastructure, and operational inefficiencies in implementing this 

program fully (Sengupta & Mukhopadhyay, 2016; Tanksale & Jha, 2015). 

 

Another topic that emerged through LDA topic modeling belongs to women's empowerment, as explained in 

Table 1. The Protection of Women from Domestic Violence Act, 2005 (PWDA), the Prevention of Sexual Harassment at 

Workplace Act, 2013 (PSHWA), The Criminal Law (Amendment) Act, 2013 (CLAA), The Maternity Benefit 

(Amendment) Act, 2017 (MBAA), and the Women's Reservation Bill seeks to reserve 33% of seats in the Lok Sabha and 

state legislative assemblies for women validate the topic of women empowerment in India. PWDA provided women with 

the protection to go against domestic violence and empowered them with a legal weapon to fight against it (Bhattacharjee 

& Pal, 2016; Mukhopadhyay, 2018). However, the ground reality is that the above-counted measures need to be 

implemented in true letter and spirit (Karanjawala & Chugh, 2009). Similarly, CLAA includes stronger provisions against 

sexual offences (Bhattacharyya, 2015). Another significant progress is The PSHWA relates to what can be tantamount to 

sexual harassment and how workplaces need to be proactive about ensuring that they protect the dignity of a woman 

(Bothra, 2014; Gupta & Garg, 2020). The Maternity Benefit Amendment Act 2017 enhances leave maturity for working 
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women. Lastly, the Women Reservation bill seeks to reserve 33% of seats in the Lok Sabha and state legislative 

assemblies for women. All these measures relate to women's empowerment in India which leads to the direction of nation-

building (Sharma, 2020). 

 

Discussion 
The study analyzed the Indian UN General Assembly Speeches of almost five decades (1970-2018) to discover 

hidden topics using text mining. For this purpose, LDA was used. This method helps extract the topics from a large corpus 

of data. The main purpose of the LDA analysis was to highlight the issues and their priority setting set by the Indian 

government. The study followed Computational Grounded Theory which relies on the principle that the data under 

consideration drives toward the topic's nature (Nelson, 2020). The overall themes extracted from the corpus revolve 

around peace, security, and nation-building through poverty eradication, women empowerment, and economic 

development. All the generated themes advance the understanding of the topics through words like "international", 

"terrorism", "nation", "action", "country", "reform", "talk" and "terrorist". 

 

 The extracted speech data is modeled by the LDA application, which frames the topics mentioned in Table 1. 

Figures and tables reveal a quantitative description of the data. However, a qualitative description must understand the 

core issues and priority setting from India's lens. Seven topics emerged from the data. These topics can be divided into 

two major categories depending on their relevance to the nature of problems. 

  

The first category of topics relates to peace and security. Out of the seven suggested topics in Table 1, three of 

them relate to peace and security. It reveals the stress on peace and the challenges faced by the nation to overcome the 

menace of terrorism. Terrorism has been a threat in the region for a longer time (Subramaniam, 2012). The previous 

studies stress revamping policy on terrorism on the part of the Indian state (Mann, 2001; Narain & Rajakumar, 2016). 

India focuses on world peace and for achieving that, the stress is given to dialogue. A proper dialogue is needed to resolve 

the issues that are a hindrance to achieving world peace. Terrorism is a threat to national security and driving attention to 

peace and security is the only way to move forward (Kamath, 2001). As a result, India's priority on peace is evident in 

speeches at the UN General Assembly forum. 

  

The second category of suggested topics comes under the umbrella of nation-building. India focuses on nation-

building to maintain peace and security in the world. A total of four topics point toward nation-building out of the seven 

extracted topics. Therefore, India is more inclined toward building a nation. India links nation-building with poverty 

eradication and women empowerment. If women are empowered, the nation will be lifted automatically (Habrich et al., 

2021). Moreover, two-thirds of the Indian population lives in poverty. More than 66.5%  of the population lives on 

approximately $2 per day (Mishra, 2020). To build a nation, the government must ensure that no one is left behind. People 

should not be below the average poverty line to maintain a life balance (Singh & Chudasama, 2020). On the other hand, 

the soft image through nation-building is the primary purpose where the world gets the impression of emerging India 

(Biswal, 2020). The topic of 'women's empowerment is an evident example of conveying the message of soft image 

(Mokta, 2014). 

  

It is essential to mention that the extracted two categories overlap with each other. It is evident from the topics 

that peace and security are linked with nation-building and vice versa. In other words, when women are empowered, and 

poverty eradicates, the nation can stand on its own. Similarly,  peace and security lead to the stability of a country. A 

nation cannot focus on all the problems simultaneously.  

 

Another indication through the text is essential to discuss that these 49 years of speeches may indicate India's 

priority setting and policy shift in the future. This priority setting and policy shift may focus on nation-building and 

improving peace and security as a prime tool in the country. The other reason for raising these points at the UN General 

Assembly forum is to convince the world of the state's policy and to get moral and diplomatic support on multiple issues 

related to peace and security.  

 

The study underpinned Computational Grounded Theory which guided the structure of the study. CGT mainly 

focuses on three main steps; pattern detection, pattern refinement, and pattern confirmation (Nelson, 2020). The pattern 

detection phase helped in conducting the analysis and identifying the significant latent topics from the corpus. The pattern 

refinement phase guided the study in refining the themes from topic models. Lastly, the pattern confirmation, phase 

guided the study in confirming the emerged themes through exogenous validity by confirming the research results from 

the external sources. In addition, it guided in exploring how data unveils the reality by adopting the data-driven approach 

where the main point in CGT is that the data drives what the reality. CGT, as compared to traditional Grounded Theory, 
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provides space to confirm the results from external sources where results and generalizability is observed and text is 

analyzed concerning context (Boréus & Bergström, 2017).  

 

Conclusion 

 Based on analysis and discussion, the study concludes that world peace, nation-building, poverty eradication, 

economic development, women empowerment, dialogue to resolve issues, and terrorism as a global threat are India's 

leading issues and challenges. The primary focus is on nation-building and economic development that can be achieved 

by eradicating poverty and terrorism and empowering women. Moreover, India focuses on dialogue to resolve issues and 

have a peaceful and secure nation. However, through the exogenous validity, it is evident that the steps taken to improve 

security concerns are criticized on political grounds where the main concern seems to use these laws as a weapon against 

their opponents and to strengthen their territorial control. The exogeneous validity reveals that research works based on 

laws passed by the Indian parliament regarding security concerns have been termed as 'draconian' or 'colonial' (Kikon, 

2009). 

 

Natural language processing with topic modeling and LDA helps determine the challenges and issues India has 

discussed in the annual UNGA sessions for two decades. Through topic modeling and word clustering, it becomes clear 

that India wants to eradicate poverty and terrorism through the joint effort of the whole world. LDA is a robust a viable 

way to look for a country's preferences and priority settings in the arena of both national and international relations.  

 

The study has been delimited to the UNGA sessions with respect to the focus of a single country to investigate 

the nations' priority settings. The second delimitation relates to the timeframe from 1970 to 2018. This timeframe provided 

an overall analysis of the country's priority settings regardless of a specific government agenda. The study has been 

delimited to the revealed topics. There may be some other topics which have not been touched upon due to the limitation 

of the study as the study only analyzed the data based on speech corpus.  

 

The study possesses implications for policymakers in determining the right course of future directions. It may 

be helpful for text analyzers to understand how text can guide the possible understanding of a specific phenomenon. In 

addition, from the perspective of linguistics, it may be helpful for researchers to understand the relation between text and 

context as text without context may not be able to bring the right interpretation. Lastly, the study has also implications 

for text analysts as it provides a guideline on how to deal with text and confirm the results from inside the corpus and 

from external resources.   

 

Last but not least, text and context in combination provide valuable insights for researchers and policymakers to 

understand how to understand a nation’s priorities. Text, devoid of context, may not be able to bring to the fore an in-

depth understanding of the phenomenon under investigation. From this point of view, the study proposes to take into 

account the contextual factors to validate the textual insights emerging from rhetoric.  
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